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Abstract

Unlike traditional objective approaches aimed at MOS prediction, subjec-

tive experiments provide individual opinion scores that allow, for instance, to

estimate the distribution of users’ opinion scores. Unfortunately, the current

literature is lacking objective quality assessment approaches that simulate the

process of a subjective test. Therefore, this work focuses on modeling an indi-

vidual subject through a deep CNN that, once trained, is expected to mimic

the subject in terms of quality perception; for this reason, we call it ”Artifi-

cial Intelligence-based Observer” (AIO). Several AIOs, modeling subjects with

different characteristics, can be derived and used to simulate the process of

a subjective test, thus yielding a more complete objective quality assessment.

However, the training of the AIOs is hindered by two major issues: i) the lack of

training sets containing a large number of individual opinion scores; ii) the noisy

nature of individual opinion scores used as ground truth. To overcome these

issues, we motivate a two-step learning approach. During the first learning step,

the architecture of the well-known ResNet50 is appropriately modified and its

initial weights are updated using a large scale synthetically annotated dataset

of JPEG compressed images created for quality assessment purpose. This yields

a new deep CNN called JPEGResNet50 that can accurately evaluate the qual-
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ity of JPEG compressed images. The second learning step, conducted on a

subjectively annotated dataset, refines the generic perceptual quality features

already learned by the JPEGResNet50 to derive the AIO of each subject. Ex-

tensive computational experiments show the potential and effectiveness of our

approach.

Keywords: image quality assessment, AI observer, deep neural network,

transfer learning

1. Introduction

The last few decades witnessed a remarkable growth in the amount of mul-

timedia data generated and exchanged every day over the Internet [1]. This

resulted in a large interest in the research field of media quality assessment. In

fact, accurate objective metrics, i.e. those capable of predicting visual quality as

perceived by human observers, allow to optimize multimedia processing systems

while guaranteeing high Quality of Experience (QoE) to the end users.

Following the success of Machine Learning (ML) models and algorithms for

other tasks related to multimedia data processing, e.g. image segmentation [2],

image classification [3], image denoising [4], video scene classification and seg-

mentation [5], the research in the media quality assessment field has naturally

adopted these methods [6, 7, 8, 9].

Even though the output of a subjective experiment provides more infor-

mation than the simple Mean Opinion Score (MOS), in particular the ratings

of each individual observer, the use of ML has been mainly restricted to pre-

dicting the MOS. Only very recently, ML approaches have been applied to the

problem of modeling and predicting individual opinion scores in media quality

assessment [10, 11].

Designing and training an ML-based model that can later be used as a

substitute of an individual observer in order to automatically reproduce his/her

perception of quality is a recent and very promising research direction [11].

Such a model is referred to as an Artificial Intelligence-based Observer (AIO) in
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the rest of this work. [11]. Once many AIOs (one for each subject with specific

characteristics) have been trained, they allow to perform an objective assessment

of the quality that resembles more to a subjective test. In fact, the predictions

of these different AIOs yield individual opinion scores from which important

information can be derived, in addition to the MOS. For instance: i) service

providers could use predicted individual opinion scores to accurately estimate

the percentage of unsatisfied customers regarding the perceptual quality of a

given processed video sequence (PVS); ii) based on the quality score predicted

by each AIO, it would be possible to make inference on the characteristics of

the customers who would not be satisfied with the quality of the content under

evaluation; iii) the trained AIOs could be used to simulate subjective tests in

order to investigate the possible presence of peculiarities in a dataset of stimuli

before using it for an actual subjective test.

An important number of researchers within the media quality assessment

community focuses on modeling and explaining subjects’ behavior in subjective

experiments and the statistical properties of stimuli [12, 13, 14]. In that research

context, an aggregated measure such as the MOS is not relevant as an input

for the analysis. Instead, individual opinion scores coming from subjective tests

are required. As the subjective tests are resource demanding, the possibility

to automatically generate individual opinion scores with AIOs would definitely

ease the development of new and potentially more effective models and tools.

While the approach of mimicking individual observers with AIOs yields more

advantages as compared to MOS prediction-based approaches, its implementa-

tion in practice is hindered by two main issues: i) the lack of subjectively

annotated datasets that include a large number of opinion scores expressed by

the same subject; ii) the noisy nature of individual opinion scores caused by

the subject inconsistency, i.e., the subject’s inability to systematically repeat

his/her first opinion score when asked for many ratings of the same stimuli [12].

One of the reasons why the literature has long been focusing on predicting

the MOS rather than individual opinions is the noisy nature of the individual

ratings. In fact, the arithmetic mean operation that leads to the MOS is aimed
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precisely at mitigating the effect of that noise. Unfortunately, when it comes

to training AIOs, one cannot get rid of that noise. This leads to learning tasks

with noisy labels, which are known to be particularly challenging, especially if

one does not have an abundance of training samples.

In a recent journal paper [11], to train the AIOs, we employed neural net-

works (NNs) with a very simple architecture in order to not overfit the few

available training samples and thus not to learn the noise that affects the indi-

vidual opinion scores. We trained a feedforward NN with no more than three

hidden layers and few neurons for each observer. Being very simple NNs, they

take, as an input, few hand-crafted features. This approach that exploits the

hand-crafted features to model individual observers however suffers the following

two main issues:

1. Inaccuracy caused by reducing complex input signals to only a

set of hand-crafted features. The hand-crafted features are meant to

provide concise information that approximates as accurately as possible

the raw input content. This approximation step can however cause some

inaccuracy that could be avoided if the AIOs would be trained and tested

by feeding the model directly with the raw content as an input.

2. Over-generalization of the hand-crafted features with respect to

individual subject’s characteristics. When using the hand-crafted

features, the same algorithms are used for extracting the features that

model different subjects even if they do not have a similar interpretation

of the same artifacts and hence do not express their opinion score based

on the same reasoning. A good example in this case is the perception of

blur, which may differ in between subjects, i.e., blurring of edges, blur-

ring of texture, etc., but many objective algorithms only have a single

(oversimplified) indicator such as the Gaussian blur.

To the best of our knowledge, this work is the first to consider the much more

challenging task of designing deep Convolutional Neural Network (CNN)-based

AIOs. By relying on deep CNNs, we get rid of the hand-crafted features and
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feed the model directly with the raw content. Furthermore, the features that

model each subject are directly extracted by the convolutional layers during the

learning process. Therefore, the extracted features for each subject depend on

his/her characteristics as they are computed based on his/her opinion scores

that are used as ground truth labels.

To overcome the challenges caused by the lack of training samples and noisy

nature of the learning task that yields the AIOs, we propose a two-steps learning

approach whose contribution to advancing the state-of-the-art is threefold:

1. We show how a small scale subjectively annotated dataset can be leveraged

to create a large scale synthetically annotated one useful for pre-training

deep CNNs for image quality assessment and thus overcoming the chal-

lenges imposed by the lack of training samples.

2. The created large-scale dataset is used to train a deep CNN, that we

name JPEGResNet50, with more than 50 convolutional layers, that can

accurately assess the perceptual quality of the JPEG compressed images.

We would like to recommend the use of our JPEGResNet50 as the basis of

transfer leaning within the media quality assessment community instead

of starting from pre-trained deep CNNs for the image classification task

as done so far in the literature [15]. In fact, the JPEGResNet50 would

represent a better starting point since it can already extract useful features

for a perceptual quality prediction right from the beginning of the transfer

learning process.

3. Starting from the JPEGResNet50, relying on a transfer learning approach,

19 AIOs, i.e., deep CNNs with the same architecture as that of the JPE-

GResNet50 but including different learned weights, are trained, each mod-

eling an individual subject. These 19 deep CNNs-based AIOs and the

JPEGResNet50 are made freely available for research purposes at http:

//media.polito.it/AIobservers.

In practice, starting from a small scale subjectively annotated dataset, i.e.,

the LIVE image quality assessment database [16], and the ImageNet compe-
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tition dataset [17], we created a large scale dataset for the quality assessment

task containing 500,000 synthetically annotated JPEG compressed images . We

then designed a deep CNN architecture similar to that of the ResNet50 [18],

except for the fully connected and softmax layers that were designed to output

a five classes discrete probability distribution on the Absolute Category Rating

(ACR) scale. We initialized the weights of the convolutional layers of such an

architecture with those of the ResNet50 whereas the weights of the fully con-

nected layer were randomly initialized. We then trained the network on the

created quality assessment large scale dataset in order to obtain our JPEGRes-

Net50. During this learning process, a small learning rate was used in order to

progressively update the initial weights of the network and thus transform the

previously learned object detection features into new ones, useful for predicting

the perceptual quality of the JPEG compressed images.

The training process of the JPEGResNet50 constitutes the first learning step

in the process that yielded the derivation of 19 deep CNNs-based AIOs. In fact,

the JPEGResNet50 automatically identifies and extracts important features for

image quality prediction, hence it can be considered as a suitable starting point

for training other deep CNNs aimed at performing image quality assessment

(IQA) of compressed images as an actual observer would do.

The second learning step was conducted on the data collected during the

first phase of the ”LIVE Multiply Distorted Image Quality” (LIVE-MD-ph1)

experiment [19]. We modeled each observer from that experiment using a deep

CNN with weights readjusted/refined from those of the JPEGResNet50 through

transfer learning. By doing so, we obtained 19 deep CNNs, one for each ob-

server. These deep CNNs take an image as input and predict the opinion score

on the ACR scale that the corresponding observer would have expressed after

evaluating the quality of that same image.

Extensive computational experiments have been conducted in order to assess

the accuracy of the 19 trained deep CNNs-based AIOs as well as that of the

JPEGResNet50. When compared to several state-of-the-art objective measures,

it was observed that the JPEGResNet50 is particularly suitable to assess the
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quality of the JPEG compressed images. Each AIO can mimic, with a rather

good accuracy, actual observers yielding state-of-the-art performance in terms of

MOS prediction while also providing an estimation of the distribution of users’

opinion scores.

The remainder of the paper is organized as follows. Section 2 presents related

work while highlighting the relevance and innovativeness of our approach. In

Section 3 the training process of the deep CNN-based AIOs is described in detail.

Computational experiments and the related results are presented in Section 4,

while conclusions are drawn in Section 5.

2. Related Work

The MOS obtained from subjective experiments has long been considered a

highly reliable measure of perceptual quality. Objective metrics have therefore

usually been developed for predicting the MOS as accurately as possible. Re-

cently, however, several papers appeared in the literature underlining the limits

of the MOS as a comprehensive measure of QoE while proposing more com-

plete approaches for an effective objective evaluation of the perceptual quality

as assessed by the end users [20, 21, 22, 23]. In [24], the authors argued that

for a given objective quality score, the corresponding subjective quality should

be considered a probability distribution. In other words, the MOS, being a sin-

gle value, does not capture all the aspects that contribute to measuring QoE.

Following the same direction, the authors of [25] illustrated the need to evalu-

ate quality by referring to the entire Distribution of the Opinion Scores (DOS)

expressed by observers rather than limiting the evaluation to the MOS. Some

authors have attempted to predict the DOS [26, 27, 23]. Although the DOS pro-

vides more information than the MOS, it is still an aggregated measure and thus

less informative than a measure that acts at the subject level, i.e., a measure

that predicts individual opinion scores.

According to the ITU [28] and also the Qualinet white paper [29], a measure

of QoE must be able to give indications on the level of satisfaction of the end
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user while taking into account his/her personality and expectations. The fact

that the user’s personality and expectations are mentioned above implies that

any measure of QoE should ideally perform at the single subject level. Subjec-

tive experiments satisfy such a requirement, since during the test, each single

observer independently expresses his/her opinion scores based on his experience

and background. It has been shown that the analysis of individual opinion

scores coming from subjective tests allows to gain important information on

the behavior of human subjects when rating the perceptual quality, and also to

measure the intrinsic ability of a stimulus to confuse viewers with respect to its

perceptual quality [12, 13].

Despite the usefulness of individual opinion scores, the design of objective

approaches that allow to measure the quality at the single subject level is still

in its early stage [10, 11]. This work aims at advancing the state-of-the-art

in this direction. Objectively measuring the quality at the level of the single

subject means being able to train a model that can mimic the perception of the

quality of an individual. Unfortunately, the factors that influence or determine

the perception of the quality of an individual are numerous, complex and even

subject to uncertainty [30]. This makes it difficult to design an exhaustive set

of hand-crafted features that can accurately model the quality perception of any

individual subject. So, a natural solution in this case is to rely on deep CNNs

that extract useful features directly from the data during the training process.

Deep CNNs have been largely used in media quality assessment despite the

lack of large scale subjectively annotated datasets necessary for an effective

training process [31, 32, 33, 34, 35, 36]. To overcome the lack of training sam-

ples, many authors relied on transfer learning approaches [37, 38] and data

augmentation methods [39, 40, 41, 42]. The computer vision community has

developed a number of data augmentation approaches [43]. Most of these ap-

proaches represent an implementation of a set of rules that, applied to an entity

of the training set (image, video, audio), creates an additional entity that is

expected to have the same label. For example, in an image classification task,

a translation, rotation, and scaling of the object in an image does not change
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its content and therefore its label.

As it can be seen from the latter example, the typical data augmentation ap-

proaches adopted in the computer vision community mainly affect the geometry

of the elements present in multimedia content. While this type of modification

can generate particularly challenging samples from the point of view of the

computer vision tasks, they may not constitute a significant added value for the

training of a model aimed for predicting perceptual quality. In fact, a modifi-

cation of geometrical shape of the objects alone keeps unchanged features such

as contrast, resolution, spatial and temporal activity and also quantity of mo-

tion (in case of video), which are important for visual quality assessment. The

model could therefore perceive these new samples as substantially equivalent to

the initial one from which they were generated.

For this reason, alternative approaches for generating more data in order to

effectively train ML based models in the media quality assessment has been pro-

posed. In [39, 40], in addition to the subjectively annotated training samples,

the authors created new training samples for which they computed objective

measures to be used as a substitute of the MOS. The authors in [41, 42], instead,

proposed an approach to combine different subjectively annotated datasets into

a single larger one, thus overcoming the issues stemming from the different con-

texts in which the subjective experiments have been conducted. In particular,

the MOS values have to be realigned to take into consideration the context in-

fluence factors that may affect the result of each experiment in several different

ways [44]. Therefore, the MOS values in the newly created dataset are, in prac-

tice, only estimates of the ones that would be expected while running a single

large subjective experiment.

Nevertheless, using these approximated MOS values as ground truth data

does not preclude the possibility of obtaining an effective model as long as

such approximation turns out to be a highly probable realization of the actual

subjective scores. This can be seen from the fact that accurate objective metrics

can still be constructed if the annotated training set is augmented with data not

necessarily collected during a single subjective experiment. This is because the
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MOS computed from the ratings of a few subjects, as typically done in practice,

is itself a value affected by a random measurement error [45].

Similar to most of the papers reviewed above, this work relies on deep CNNs

and leverages the transfer learning concept and a data augmentation approach

to cope with the lack of training samples. However, it differs from the previously

published papers by two main aspects:

1. To the best of our knowledge, this is the first work in the media quality

assessment that focuses on training a deep CNN with more than 50 hid-

den layers that can mimic an individual observer. Because of the lack of

training samples and noisy nature of the individual opinion scores caused

by the subject inconsistency [12, 13, 45], the considered learning task is

much more challenging and data demanding in comparison with the train-

ing process of models aiming at MOS prediction.

2. Unlike the previous data augmentation approaches designed for media

quality assessment that combine different subjectively annotated datasets [41,

42] or annotate the stimulus with the scores predicted by objective met-

rics [39, 40], this work exploits a small scale subjectively annotated dataset

to figure out an annotation rule that is then used to synthetically create

a large number of training samples. It is worth noting here that such a

number is several decades larger than what can be subjectively annotated.

3. A Two-step Learning Approach to Train Deep CNNs-based AIOs

3.1. Introduction and Motivation of our Approach

Let us assume that we want to train a deep CNN that can mimic the quality

perception of one specific subject that we will call Bob. To this aim, Bob

is invited to a subjective test during which he is asked to watch and rate N

stimuli. In practice, due to time constraints and Bob’s fatigue, N is usually not

too large. Therefore, a dataset that includes only the N stimuli subjectively

rated by Bob is typically not large enough to effectively use it to train, from
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scratch, a deep CNN that learns, from Bob’s ratings, the way he perceives and

rates quality.

In the literature this lack of training samples is very often addressed by

relying on the transfer learning concept. For example, in the MOS prediction

task the authors typically choose a deep CNN pre-trained for the image clas-

sification task on one of the large-scale datasets available within the computer

vision community, e.g. the ImageNet dataset [17]. A single learning step, that

starts from the weights of the chosen pre-trained network (a transfer learning),

is usually performed on a small scale subjectively annotated dataset to trans-

form the object detection features of the pre-trained network into perceptual

quality features useful for MOS prediction.

However, we experimentally observed that such a single learning step, that

is sufficient to obtain accurate models for MOS prediction, is not enough when

modeling the quality perception of a single subject relying on the small number

of training samples available in the existing state-of-the-art subjectively anno-

tated datasets (see the results in Table 2 for more detail).

For this reason, to model individual subjects instead of the MOS, in this

work we propose to rely on a two-step learning approach, which is summarized

in the diagram depicted in Figure 1. In particular, according to the proposed

approach, the Bob’s AIO is derived as follows:

First learning step (depicted/represented by the green arrows in Figure 1):

We created a large scale synthetically annotated quality assessment dataset

of JPEG compressed images and used it to train a deep CNN that we

named JPEGResNet50. The JPEGResNet50 is a deep CNN, with more

than 50 convolutional layers, trained to score the perceptual quality of

JPEG compressed images on the five point ACR scale. Therefore, thanks

to its large number of convolutional layers, it is expected to extract de-

tailed perceptual quality features useful as the basis for transfer learning

when designing a model to predict the quality of compressed images.

Second learning step (depicted/represented by the red arrows in Figure 1):
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We fine-tuned the weights of the JPEGResNet50 but this time perform-

ing the training on a small scale dataset annotated by Bob. During this

last learning phase, by leveraging Bob’s opinion scores, the generic per-

ceptual features already learned by the JPEGResNet50 are progressively

updated and refined to yield new ones that allow to model Bob’s percep-

tion of quality. The final deep CNN that has the same architecture as the

JPEGResNet50 but different trained weights is what we called Bob’s deep

CNNs-based AIO.

Our two-step learning approach summarized above can be motivated as fol-

lows. In our first learning step, we start from the ResNet50 that has been trained

to perform an image classification task. This network is therefore designed to

extract low- and high-level features that characterize the objects included in its

training set. We believe that these features might be not suitable for modeling

the perceived quality of images if not opportunely updated. For instance, in an

image classification task, it is expected that the first layers of the network cap-

ture as much as possible the fact that the presence, in the image, of some defects

such as noise, blur and blocking artifacts due to compression should not change

the prediction of the network. Indeed, networks trained for image classification

are sometimes compared on the basis of their robustness to the artifacts present

in the input image. However, this expectation from the first layers of an image

classification network is totally opposite to what a network designed to model

the perception of quality is supposed to do. In fact, networks for perceptual

quality modeling are supposed to learn that the presence of artifacts impacts

the final prediction.

Therefore, when starting from a network trained for image classification to

train a new one for quality assessment, the training set must be large enough

to allow the network to effectively learn from and thus progressively transform

object detection features into quality assessment ones. Some researchers in

the media quality assessment community, e.g. [46, 27], successfully performed

a single learning step on the ResNet architecture to reach models capable of
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predicting the MOS without relying on an additional learning step as we did in

this work. However, in all these papers the authors relied on datasets containing

thousands of training samples and considered a learning task with different

characteristics than the one studied in this paper.

For our learning task, i.e. modeling individual subjects, we unfortunately

did not find any publicly available dataset in which the same subject rated

thousands of pictures. As we have already highlighted in [11], how to design

large scale subjective tests tailored to the training of the AIOs is still an open

research issue. A related question is, for instance: how to manage the subject’s

fatigue during such experiments, since the same subject is supposed to rate

several stimuli? Moreover, the training of models for the MOS prediction is

performed with less noisy labels than those used in our considered application.

In fact, the arithmetic mean operation mitigates the noise in individual opinion

scores. By learning from individual scores, we are considering a learning task

that is more demanding in terms of training samples. In fact, as highlighted in

this paper [47], learning tasks performed with noisy labels require more complex

model architectures but also more training samples.

To overcome these challenges posed by the considered learning task, i.e. the

limited size of the training sets and the noisy nature of the labels, a possi-

ble solution is to perform a preliminary learning step on a synthetically anno-

tated quality assessment large-scale dataset. This first learning step retrains

the ResNet50 on a large-scale quality assessment dataset, i.e. our synthetically

annotated dataset of JPEG compressed images, after its original training on the

ImageNet dataset. This helps, first of all, in changing the high level represen-

tations (in the last layers) of the ResNet50 towards the representations that we

need for our purpose, i.e. image quality assessment rather than object detection,

but it also allows a progressive update of some aspects of the low-level features

(in the first layers of the network), which reflect the image classification task

but do not characterize at all the perceptual quality assessment task, e.g. the

lack of sensitivity to the defects in the input image. After this first learning

step, one can then use a second learning step to simply fine-tune the trained
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network with the few subjectively annotated samples in the available training

sets. That is the logic behind our two-steps learning approach.

In short, the first learning step updates the whole ResNet50, transforming

it into a new network, i.e. our JPEGResNet50, that can assess the quality

of JPEG compressed images and thus readily extract perceptual quality-aware

features. Therefore, the JPEGResNet50 is much more convenient as starting

point in a second learning step to derive the AIOs considering that their training

occurs with few samples having noisy labels.

We note that in order to transform the ResNet50 into the JPEGResNet50

and thus get a network tailored for the quality assessment task, we made use

only of the JPEG compressed images during this preliminary learning step.

This was done to make sure that the resulting training set will not be too noisy.

In fact, we decided to consider only a well-known and well-researched type of

distortion, i.e. JPEG compression, for which we could easily figure out from

the prior art whether the rule used to synthetically annotate the created large

scale dataset was reasonable. At first glance, this could be perceived only as a

limit of our approach. However, incorporating several types of distortions at the

first learning step, and not being able to find an accurate degradation-to-quality

mapping could have yielded a much noisier training set; and hence, the trained

network at the first learning step could have required much more subjectively

annotated data to be perfectly fine-tuned at the second learning step. This

would have been a serious issue, since, as already mentioned, we could not find

any large-scale subjectively annotated dataset to be used for the second learning

step.

3.2. Creating a large-scale synthetically annotated training set

We now describe our approach to create a large scale synthetically annotated

dataset from a small scale subjectively annotated one. This approach represents

the first contribution of this work as highlighted in the introduction.

We considered the data gathered during phase 1 of the first release of the

LIVE image quality assessment (LIVE-IQA-r1-ph1) experiment [16]. Since we
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could not access the JPEG quality parameter value Q used to create the images

in the original dataset, the following procedure has been used to estimate it. For

each distorted image used during that experiment we computed its PSNR score

s, then we compressed the source image using many different JPEG quality

parameters Q, each time computing the PSNR value. Finally, we chose the

Q value for which the obtained PSNR is the closest to s. In this way we

obtained, for each subjectively evaluated image, the JPEG quality parameter

Q that corresponds to its MOS.

Figure 2 reports the average perceived quality for each value of the JPEG

quality parameter. The average perceived quality represents the mean of the

MOS values of all stimuli sharing the same JPEG quality parameter Q. The

black curve in the figure was obtained by performing a least square fitting of

the Q values to the quality scale using a third order polynomial function. This

curve provides indications on how different levels of the JPEG compression can

be mapped to the quality scale.

Looking at the corresponding figure, it can be noticed that the viewers did

not use the whole quality scale ranging from 0 to 100, as it typically happens

Figure 2: Least square fitting of the JPEG quality parameter to the MOS on the LIVE JPEG

image dataset using a third order polynomial function.
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in a subjective test, see [44] for more detail. In this case, in which a Double

Stimulus Continuous Quality Scale type of experiment has been used, an average

quality of about 45 is observed for images compressed in the very low JPEG

quality parameter range of 0 to 10. In order to obtain a mapping to the MOS

scale ranging from 1 to 5, a clipping is often used for the boundaries and the

remaining part is linearly mapped. In particular, the original continuous quality

scale ranging from 0 to 100 was converted to the five point ACR scale as follows:

any quality score lying in [0, 46] was mapped to ”Bad” (1); the interval [46,

70] was divided into three equally large intervals corresponding respectively to

”Poor” (2), ”Fair” (3) and ”Good” (4); finally, any quality score in [70, 100]

was considered as ”Excellent” (5).

Using the curve depicted in Figure 2, the five attributes of the ACR scale

were mapped to the five JPEG quality parameter ranges, yielding the annotation

rule reported in Table 1.

It is very important to note here that although the annotation rule in Table 1

derives from an analysis conducted on the results of a subjective test, it cannot

be as accurate as a subjective test. However, we are not primarily concerned

with its accuracy in predicting quality, but rather with the fact that a deep CNN

trained on a large-scale dataset (which includes a large diversity of the content,

synthetically annotated by such a rule) would be expected to extract relevant

generic quality degradation features that can later be refined by deploying a

subjectively annotated dataset if necessary. For instance, as it will be seen later

JPEG Quality parameter interval Opinion score Image label

[2, 10] 1 Bad

[11, 18] 2 Poor

[19, 25] 3 Fair

[26, 50] 4 Good

[51, 100] 5 Excellent

Table 1: Mapping JPEG Quality parameter intervals to the opinion score.
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in the results section, the JPEGResNet50 trained on the data annotated by

this rule can extract features that are useful to predict the quality of the JPEG

compressed images.

Based on the annotation rule defined in Table 1, we created a large-scale

synthetically annotated dataset starting from the images available in the Ima-

geNet competition dataset [17] that contains over a million images dedicated to

the training and evaluation of deep neural network models for image classifica-

tion. The steps yielding to the creation of the synthetically annotated dataset of

500,000 JPEG compressed images used as a training set for the JPEGResNet50

are shown in the diagram depicted in Figure 1. We started by selecting 100,000

pristine quality images from the ImageNet dataset. For each of these images,

we generated five distorted images by compressing the original image using five

different values of the JPEG quality parameter. The five values of the JPEG

quality parameter were selected by randomly choosing one value in each one

of the five intervals described in Table 1. The quality of each generated image

was then annotated with the opinion score associated to the interval to which

the related JPEG quality parameter belongs. In the end, we obtained a dataset

containing 500,000 annotated images.

3.3. JPEGResNet50 architecture and training process

We used the synthetically annotated large-scale dataset derived in the previ-

ous section to train our JPEGResNet50 whose architecture is shown in Figure 3.

For our models, we were first of all looking for existing neural network ar-

chitectures that have already proven to be effective for predicting the media

quality as perceived by human subjects. That is the case for the ResNet ar-

chitecture that has recently been successfully used by several authors [46, 27].

Furthermore, in the following paper [18], in which the ResNet architecture was

described for the first time, the computational experiments provide evidence on

the fact that, by relying on such an architecture, the training process is expected

to converge much more efficiently. This makes such an architecture suitable for

our case, since our approach is highly demanding in terms of training time. In
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fact, one needs not only to train a generic deep CNN at the first learning step,

but also to train as many deep CNNs as the number of subjects to be modeled

at the second learning step.

Therefore, the architecture of our JPEGResNet50 is strongly inspired by

that of the well known ResNet50 [18] as both architectures share the same

convolutional layers and differ only on the fully connected and softmax layers.

From the JPEGResNet50 architecture shown in Figure 3, it can be seen that

the network is designed to receive a 224× 224× 3 image patch as an input.

Such an input then goes through 52 convolutional layers that are meant to

progressively extract more and more detailed perceptual quality features. Once

such features are obtained, they are mapped through the fully connected and

softmax layers to five values representing the probability with which the quality

of the input image will be assessed by an average observer as ”Bad” (1), ”Poor”

(2), ”Fair” (3), ”Good” (4) or ”Excellent” (5). We assume the prediction of the

JPEGResNet50 resembles that of an average viewer since the annotation of the

training set, as discussed before, is based on the rule defined in Table 1 that

maps the JPEG compression levels to the average perceptual quality.

To train the JPEGResNet50, the label of each image i in the artificially

created large-scale dataset, was encoded as a binary vector Vi whose entries are

defined as follows:

Vi(t) =

 1 if t is the opinion score of image i

0 otherwise
(1)

where t = 1, 2, . . . , 5.

Denoting by

• I the total number of images in the training set,

• β a vector containing all the weights of the JPEGResNet50 that are to be

computed,

• pti(β) i = 1, 2, . . . , I, t = 1, 2, . . . , 5 the predicted probability with which

the perceptual quality of the image i will be rated as t, given the weights

defined in β
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the optimization problem guiding the training process of the JPEGResNet50

was formulated as follows:

min
β

∑
i=1,2,...,I

∑
t=1,2,...,5

−Vi(t) log(pti(β)) (2)

∑
t=1,2,...,5

pti(β) = 1 i = 1, 2, . . . , I (3)

pti(β) ∈ [0, 1]; i = 1, 2, . . . , I; t = 1, 2, . . . , 5. (4)

Eq. (2) expresses the minimization of the cross entropy, chosen as the cost

function, whereas Eq. (3) and (4) establish the fact that the JPEGResNet50 out-

puts a probability distribution. Note that this constraint is implicitly imposed

by the softmax layer inserted in the architecture.

To solve the problem described in Eq. (2)-(4) and thus to train the JPEGRes-

Net50, we relied on the stochastic gradient descent with momentum (SGDM)

optimization algorithm. The SGDM was deployed on a batch containing 90 im-

ages at each iteration, this was repeated for 60 periods, i.e. a total of 60 · I/90

iterations. The learning rate and momentum parameter of the SGDM were

respectively fixed to 0.0001 and 0.9.

At the end of the training process all the weights, i.e. the entries of the

vector β, are known. Therefore, when receiving an image i as an input, the

JPEGResNet50 provides as an output the following five probability values:

pti(β) t = 1, 2, . . . , 5, that represent an estimate of the probability of each

of the five possible opinion scores of the ACR scale. An estimation of the MOS

of the image i using the JPEGResNet50 can then be expressed as follows:

MOSires =

5∑
t=1

tpti(β). (5)

3.4. Deriving Deep CNNs-based AIOs from the JPEGResNet50

Once the training process of the JPEGResNet50 was completed, as it can be

seen from Figure 1, its weights and architecture were used as a starting point

for training the deep CNNs-based AIOs.
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Figure 3: Architecture of the JPEGResNet50 as well as of the AIOs. The JPEGResNet50

receives as input a 224 × 224 color image and provides as output an estimation of probability

with which an average viewer chose any of the five alternative of the ACR scale.

We considered the data collected during the LIVE-Multi-Distortion phase

1 (LIVE-MD-ph1) experiment [19], which includes 19 observers that rated the

perceptual quality of 240 images distorted by JPEG compression and blurring

artifacts. We would have preferred to perform our second learning step also on a

dataset including only the compressed images in order to remain fully coherent

with the first learning step. Unfortunately, we did not find any freely available

subjectively annotated dataset of compressed images with a sufficient quantity

of individual opinion scores that could allow us to effectively train the AIOs.

That is the reason why we used a dataset involving another distortion (blur)

never seen during the first learning step.

Starting from the JPEGResNet50, exploiting the ratings of each individual

subject and a transfer learning approach, we derived 19 additional Deep CNNs,

thus obtaining for each observer a model capable of predicting his/her choices

in terms of the perceptual quality.

For each of the 19 subjects to be modeled, the transfer learning step was
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performed as follows. We continued the training process of the JPEGResNet50

using, this time, as ground truth data, the ratings provided by that observer

during the LIVE-MD-ph1 subjective experiment. In this way, the deep CNN

modeling each observer directly takes advantage of the perceptual features previ-

ously learned during the training of the JPEGResNet50 on the synthetically an-

notated large-scale dataset. During this second training phase, the pre-learned

features, i.e. those extracted by the JPEGResNet50, are further refined based

on the ratings actually provided by each observer. This leads to a deep CNN,

with different weights than those of the JPEGResNet50, that can extract a new

set of features modeling of the observer quality perception.

In order not to overfit the small scale subjectively annotated training set,

the deep CNN modeling each of the 19 observers was trained only for 10 epochs

with a learning rate 100 times larger than the one used for the training process

of the JPEGResNet50. All the 19 deep CNNs obtained at the end of this process

possess the same architecture as the JPEGResNet50 (shown in Figure 3) but

including different weights for each subject. These 19 networks represent our

desired deep CNN-based AIOs.

In the prediction/inference phase (see Figure 1) each trained AIO predicts

a probability distribution on the ACR scale just like the JPEGResNet50.

More formally, let us consider the deep CNN-based AIO mimicking the

quality perception of the observer o: upon receiving, as an input, an image

i, such an AIO provides as an output the following five probability values

poit, t = 1, 2, . . . , 5, that indicate with which probability the observer o would

choose one of the five possible opinion scores of the ACR scale, when he/she

would be asked to assess the quality of the image i. The predicted opinion score

OSoi of the observer o for the image i can then be considered the one with the

highest probability, i.e.

OSoi = arg max
t

(poit) . (6)

The MOS of each image i can therefore be estimated by the mean of the

opinion scores predicted by the AIOs. We will refer to it as the MOSAI .
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As mentioned in the introduction, the modeling of individual observers has

the advantage of allowing to estimate not only the MOS, but also, for instance,

the expected distribution of users’ opinion scores regarding the quality of a

given image. We recall that such a distribution is especially important from a

practical point of view. Given any image i, we are interested in determining

the five probabilities αti, t = 1, 2, . . . , 5, i.e., the expected percentage of the

end users that will rate the quality of i assigning t as the corresponding opinion

score.

By exploiting the output of the AIOs modeling each of the 19 actual ob-

servers considered in this work, such percentages can be estimated as follows:

αti =
1

19

19∑
o=1

poit t = 1, 2, . . . , 5, i = 1, 2, . . . , I. (7)

Please note that the proposed estimate of the distribution of the users’ opin-

ion scores is not just an empirical distribution derived from the 19 opinions

scores predicted by the AIOs. Instead, it is derived from the probability values

poit. We have shown in our previous work [11] that the variance of the proba-

bility distribution derived from the probabilistic prediction of an AIO has the

properties of a subject’s inconsistency measure. By considering the subjects’

inconsistency, we expect that the formula defined in Eq. (7) provides a robust

estimate of the distribution of users’ opinion scores.

We observe that, during the first learning step, the JPEGResNet50 could

have been trained to model the third order polynomial function in Figure 2

instead of classifying compressed images into five classes. However, we preferred

to discretize the quality scale directly during the training of the JPEGResNet50

in order to obtain a pre-trained network that already has a similar architecture

as that of the AIOs and hence minimizes the amount of fine-turning actions

required during the transfer learning process yielding the AIOs. In fact, if

the JPEGResNet50 was trained for a regression task, in order to perform the

transfer learning steps and get the desired AIOs, one would have needed to

change the last layers of the architecture in order to switch from a regression

task to a classification one. Therefore, some weights (those associated with the
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newly added layers) should have been trained from scratch. We wanted to avoid

such a situation, since, from our point of view, it makes the transfer learning

step less efficient and potentially less effective, considering the fact that one

would be learning from scratch on a limited size dataset.

4. Results

To assess the effectiveness of our approach, we conducted extensive compu-

tational experiments. These experiments and the related results are presented

and commented in this section.

Please note that the JPEGResNet50 receives a 224× 224 color image as an

input; thus, the AIOs input is the same, since they share the same architecture.

Therefore, in our experiments, to feed the JPEGResNet50 and the AIOs with

a generic image, the central part of the image was first cropped to obtain a

400× 400 image, which was then downscaled to a 224× 224 one. By proceeding

in this way, we implicitly made the assumptions that the perceptual quality of an

image is predominantly determined by its central part and that by downscaling

the image by a factor of 2 the visibility of artifacts is not reduced. We are aware

that such a basic approach is not the most effective one and a more sophisticated

way to pass an image as input to our trained models could yield better results.

However, for simplicity’s sake, we left this option for future research.

Finally, it is worth noting here that we have included the performance of our

models also on the training set in this section. This is done in order to highlight

and/or discuss potential cases of overfitting or underfitting of the training set.

4.1. Simulating the Process of a Subjective Test with the AIOs

In this section, we use the AIOs to simulate the process of five subjective

tests and study the correlation between the opinion scores simulated by the

AIOs and the opinion scores of the subjects that actually participated in the

five experiments whose process is simulated.

To show the effectiveness of the two-step learning approach discussed in

this paper, the AIOs used to simulate the process of the five subjective tests
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Datasets TLR FW-TLR Our approach

LIVE-MD-ph1 (T) [0.09, 0.70] [0.00, 0.69] [0.34, 0.84]

LIVE-IQA-r1-ph1 [-0.19, 0.27] [-0.28 0.32] [0.42, 0.87]

LIVE-IQA-r1-ph2 [-0.37 0.60] [-0.33, 0.46] [0.79, 0.92]

LIVE-MD-ph2 [0.04, 0.67] [-0.05, 0.63] [0.21, 0.64]

MICT [-0.23 0.36] [-0.28, 0.50] [0.30 0.76]

Table 2: Effectiveness of our two-step learning approach. For each dataset, we considered

all possible pairs made by an AIO and an actual subject. For each pair, we computed the

Spearman Rank Order Correlation Coefficient (SROCC) between the ratings of the AIO and

those of the actual subject. The table shows the minimum and the maximum SROCC obtained

on each dataset for the different training approaches. TLR stands for single Transfer Learning

step directly on the ResNet50 and FW-TLR stands for single Transfer Learning step on the

ResNet50 after Freezing the Weights of 50% of the layers. (T) indicates the training set.

considered in this section were trained with three different approaches: i) by

performing a single Transfer Learning step directly on the ResNet50 (TLR); ii)

by freezing the weights of 50% of the layers of the ResNet50 and performing

a single transfer learning step (FW-TLR); iii) by using our two-step learning

approach described in the previous paragraphs.

The process of the five subjective experiments was then simulated by sub-

stituting the actual observers with the 19 AIOs trained by using each of the

three approaches. We considered the following subjective experiments: the

LIVE-MD-ph1 [19], the phase 1 and 2 of the first release of LIVE image quality

assessment dataset, here abbreviated respectively as (LIVE-IQA-r1-ph1, LIVE-

IQA-r1-ph2) [16], the MICT dataset [48] and finally the phase 2 of the LIVE

Multiply Distorted Image Quality dataset (LIVE-MD-ph2) [19]. For each of

these datasets, the opinion scores expressed by each actual observer that partic-

ipated in the test were available. To simulate the process of these experiments,

each image used in those experiments was given as an input to each one of the

19 AIOs derived from the three training approaches and the opinion scores of

the AIOs were computed as indicated by Eq. (6).
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(a) LIVE-MD-ph1 (T) (b) LIVE-IQA-r1-ph1

(c) LIVE-IQA-r1-ph2

(d) MICT (e) LIVE-MD-ph2

Figure 4: Comparing the distribution of correlation values observed between the ratings of

pairs of actual observers to that of the correlation values observed between the ratings of pairs

composed by an actual observer and an AIO. The higher the distributions overlap, the better.

(T) stands for the training set.
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To compare the AIOs to the actual observers, for each dataset, we considered

all possible pairs made by an AIO and an actual subject. We then computed for

each of these pairs the Spearman Rank Order Correlation Coefficient (SROCC)

between the ratings of the AIO and those of the actual subject. Clearly, the

higher this correlation is, the better it is.

The Table 2 presents, for each of the three training approaches, the range of

values of the SROCC between the opinion scores of an actual subject and those

of an AIO. For instance, it can be seen from the corresponding table that when

training the AIOs by performing a single transfer learning step on the ResNet50

(TLR) and using these AIOs to simulate the process of the MICT experiment,

the maximum correlation between the opinion scores of an AIO and an actual

subject is 0.36, while the minimum is -0.23.

It can be seen from the obtained ranges of the correlation values reported in

Table 2 that the proposed two-steps learning approach yields AIOs that better

mimic the quality perception of the actual observers. In fact, the AIOs derived

from the two-steps learning approach provided in all the cases opinion scores

that correlates to those of the actual observers better than the ones obtained

by the other investigated training approaches. Indeed, when adopting a single

learning step, sometimes negative correlation coefficients are observed. This

probably indicates, as mentioned before, that the networks did not have enough

data in order to learn the main rules characterizing the quality assessment task.

The gap shown in Table 2 between the proposed two-steps learning approach

and the other approaches was observed although we gave more training time

to the approaches based on a single learning step. In fact, while in our two-

steps learning approach 10 epochs were sufficient to derive each AIO from the

JPEGResNet50, in the case of the two single learning step-based approaches,

it took 30 epochs to start noticing that the network is overfitting the training

set, i.e. that the accuracy on the validation set was no longer improving. This

observation further supports the suitability of the JPEGResNet50 as compared

to the ResNet50 as a stating point for transfer in the considered learning task.

Based on the results reported in Table 2, it seems clear that the AIOs derived
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from the proposed two-steps learning approach outperform those obtained by

a single learning step. Therefore, from now on, we will only consider the AIOs

trained with our two-steps learning approach.

Figure 4 shows the histograms of the SROCC values between the ratings of

a pair of actual observers and those of a pair made by an AIO and an actual

observer. The SROCC values between the AIOs and the actual observers are

quite similar to those obtained for any pair of the actual observers in the case

of the LIVE-MD-ph1, LIVE-IQA-r1-ph1 and the LIVE-IQA-r1-ph2, since the

histograms overlap well. This basically indicates that the choices of the AIOs

are coherent with those of the actual observers, as expected.

For the MICT and LIVE-MD-ph2 datasets, less overlap was observed be-

tween the histograms, and lower SROCC values are observed in between the

AIOs and actual observers (from 0.3 to 0.75 for the MICT dataset, from 0.2 to

0.65 for the LIVE-MD-ph2) than those obtained for the actual observers (from

0.6 to 0.9 for the MICT dataset, from 0.3 to 0.8 for the LIVE-MD-ph2). How-

ever, this result is not surprising. In fact, the LIVE-MD-ph2 contains images

whose quality was impaired by adding noise artifacts. This type of artifacts

was never seen by the AIOs during their training process. On the other hand,

the MICT experiment, mentioned as the TOYAMA experiment in [49], involved

a narrow range of JPEG quality degradation if compared to the much larger

range of quality degradation considered in the LIVE-MD-ph1 experiment used

to train the AIOs [49]. Therefore, the observers interpreted and used the qual-

ity scale in the MICT and LIVE-MD-ph1 experiments quite differently. This

could explain why the AIOs trained on the LIVE-MD-ph1 did not succeed in

simulating the rating process of the MICT experiment.

The results obtained on the LIVE-MD-ph2 and MICT datasets clearly con-

firm the fact that, as it happens with many other deep learning-based models,

the trained AIOs should not be used beyond their design scope. When using our

trained AIOs, the simulated individual ratings should be considered to have been

gathered under the LIVE-MD-ph1 experimental setup, i.e., they are dependent

on the influence factors involved in the LIVE-MD-ph1 subjective experiment,
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DATASET DISTOR- BRISQUE PIQUE NIQE PaQ- PSNR SSIM MOSres MOSAI

TION 2-PiQ

CSIQ [50] JPEG 0.86 0.89 0.93 0.71 0.89 0.94 0.95 0.91

MICT [48] JPEG 0.90 0.71 0.82 0.33 0.64 0.64 0.88 0.75

SDIVL [51] JPEG 0.56 0.59 0.64 0.41 0.73 0.77 0.82 0.43

TID2013 [52] JPEG 0.81 0.83 0.92 0.75 0.91 0.92 0.94 0.84

VCL-FER[53] JPEG 0.76 0.66 0.80 0.50 0.57 0.82 0.93 0.76

LIVE-IQA-r1 [16] JPEG 0.94 0.90 0.92 0.79 0.85 0.96 0.96 0.92

LIVE-IQA-r2 [54] JPEG 0.96 (T) 0.83 0.79 0.70 0.95 0.92 0.91 0.86

MICT [48] JP2K 0.87 0.79 0.84 0.35 0.84 0.84 0.46 0.69

LIVE-IQA-r1 [16] JP2K 0.91 0.89 0.91 0.74 0.85 0.88 0.59 0.83

LIVE-MD-ph1 [19] BLUR+ 0.12 0.75 0,66 0.70 0.37 0.36 0.25 0.83 (T)

JPEG

LIVE-MD-ph2 [19] BLUR+ 0.01 0.38 0.51 0.72 0.53 0.42 0.02 0.52

NOISE

Table 3: PLCC value between the scores of each measure and the MOS separated per dataset

and distortion type. It can be noticed that the proposed metrics, i.e. the MOSres and the

MOSAI, yield quite competitive PLCC values. (T) indicates that the dataset on which the

metric is tested is a part of its training set.

since such subjective ratings are the ones used to train the AIOs.

4.2. Estimating the MOS

We evaluated the accuracy of the JPEGResNet50 as well as that of the AIOs

in predicting the MOS of an image in this experiment.

The results are summarized in Table 3, 4 and 5. For each image, we com-

puted the PSNR, SSIM [55], BRISQUE [56], PIQUE [57], NIQE [58] and PaQ-2-

PiQ [46] scores. The BRISQUE [56], PIQUE [57], NIQE [58] and PaQ-2-PiQ [46]

are no reference metrics, similarly as the models proposed in this work, while

the PSNR and SSIM are full reference metrics, which are therefore expected to

provide a higher accuracy in terms of MOS prediction. We also computed the

MOSres, i.e. the estimation of the MOS by the JPEGResNet50 as indicated by

Eq. (5), and finally the MOSAI , i.e. the mean of the predicted opinions by the

19 AIOs, upon receiving as an input the corresponding image.

Before calculating the Pearson Linear Correlation Coefficient (PLCC) and

the Root Mean Square Error (RMSE) shown in the Table 3 and Table 5, we
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DATASET DISTOR- BRISQUE PIQUE NIQE PaQ- PSNR SSIM MOSres MOSAI

TION 2-PiQ

CSIQ JPEG 0.85 0.85 0.90 0.71 0.90 0.93 0.93 0.87

MICT JPEG 0.92 0.69 0.81 0.35 0.60 0.66 0.87 0.75

SDIVL JPEG 0.54 0.59 0.54 0.44 0.76 0.82 0.71 0.29

TID2013 JPEG 0.83 0.79 0.90 0.73 0.93 0.90 0.92 0.83

VCL-FER JPEG 0.79 0.68 0.82 0.52 0.58 0.82 0.94 0.74

LIVE-IQA-r1 JPEG 0.92 0.87 0.89 0.81 0.93 0.94 0.92 0.85

LIVE-IQA-r2 JPEG 0.97 (T) 0.84 0.84 0.80 0.94 0.95 0.90 0.86

MICT JP2K 0.90 0.80 0.81 0.37 0.88 0.88 0.52 0.67

LIVE-IQA-r1 JP2K 0.92 0.89 0.91 0.74 0.92 0.91 0.69 0.78

LIVE-MD-ph1 BLUR+ 0.12 0.76 0.64 0.71 0.37 0.36 0.27 0.83 (T)

JPEG

LIVE-MD-ph2 BLUR+ 0.16 0.37 0.48 0.72 0.52 0.37 0.01 0.53

NOISE

Table 4: SROCC value between the scores of each measures and the MOS separated per

dataset and distortion type. It can be noticed that the proposed metrics, i.e. the MOSres

and the MOSAI, yield quite competitive SROCC values. (T) indicates that the dataset on

which the metric is tested is a part of its training set.

have normalized all the metrics from their original scale to the MOS scale by

performing a least square fitting using the following logistic function:

M̂OS = β1

(
0.5 +

1

1 + expβ2(VQM− β3)

)
+ β4 ·VQM + β5 (8)

The PLCC, SROCC and RMSE values presented respectively in Table 3,

Table 4 and Table 5 show that the proposed models are very competitive with

respect to all the other metrics considered in this experiment in terms of the

MOS prediction. The JPEGResNet50 is particularly accurate when estimating

the quality of the JPEG compressed images. For instance, on the VCL-FER

dataset, the MOSres provided by the JPEGResNet50 yielded a PLCC of 0.93

and a SROCC of 0.94, while the PIQUE only achieved 0.66 and 0.68, respec-

tively. In this case even the PSNR and SSIM yielded lower accuracy in compar-

ison to the output provided by the JPEGResNet50. This is really interesting, if

one takes into account the fact that the JPEGResNet50 has been trained using

only synthetically generated data. We hypothesize that such accuracy is because

the weights of the JPEGResNet50 are learned in such a way that the proba-
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DATASET DISTOR- BRISQUE PIQUE NIQE PaQ- PSNR SSIM MOSres MOSAI

TION 2-PiQ

CSIQ JPEG 0.63 0.56 0.48 0.88 0.56 0.43 0.37 0.51

MICT JPEG 0.51 0.82 0.67 1.10 0.89 0.90 0.55 0.76

SDIVL JPEG 0.77 0.75 0.72 0.85 0.64 0.60 0.54 0.85

TID2013 JPEG 0.40 0.48 0.34 0.57 0.28 0.26 0.24 0.38

VCL-FER JPEG 0.56 0.64 0.51 0.74 0.70 0.49 0.31 0.56

LIVE-IQA-r1 JPEG 0.33 0.40 0.35 0.56 0.49 0.25 0.26 0.35

LIVE-IQA-r2 JPEG 0.26 (T) 0.55 0.88 0.85 0.31 0.38 0.42 0.50

MICT JP2K 0.60 0.74 0.65 1.12 0.64 0.65 1.06 0.87

LIVE-IQA-r1 JP2K 0.35 0.39 0.36 0.57 0.45 0.41 0.69 0.47

LIVE-MD-ph1 BLUR+ 0.49 0.34 0.47 0.35 0.45 0.46 0.47 0.27 (T)

JPEG

LIVE-MD-ph2 BLUR+ 0.54 0.50 0.50 0.38 0.46 0.49 0.54 0.46

NOISE

Table 5: RMSE value between the scores of each measure and the MOS separated per dataset

and distortion type. It can be noticed that the proposed metrics, i.e. the MOSres and the

MOSAI, yield quite competitive RMSE values. (T) indicates that the dataset on which the

metric is tested is a part of its training set.

bility values pti(β) in Eq. (5) take into account the potential imprecision that

affects the labels in the synthetically generated dataset. Specific experiments

are however needed to verify the validity of such a hypothesis.

The accuracy of the JPEGResNet50 is however strongly dependent on the

type of distortion that affects the perceptual quality of the processed image.

In fact, the JPEGResNet50 is not able to accurately process images whose

quality is impaired by artifacts jointly caused by the blur and JPEG compression

as well as the blur and noise. All the other considered no reference metrics

performed better than our JPEGResNet50 on JPEG2000 compressed images.

This was somehow expected, since the compression process used for generating

the synthetic data deployed for the training of the JPEGResNet50 was only

related to the JPEG quality parameter. This latter observation highlights the

necessity to develop, in future work, approaches for artificially generating large-

scale datasets suitable for training deep neural network models that can be

deployed for a wider range of applications.

When looking at the prediction of the MOS through the mean of the opinion
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scores of the AIOs, i.e. the MOSAI , one can observe that the MOSAI predicts

the quality of the JPEG compressed images with a lower accuracy than the

JPEGResNet50. However, it does perform better when it comes to the assess-

ment of the visual quality of the images distorted by the blur and noise artifacts.

From the results in Table 3, Table 4 and Table 5, one can notice that the PaQ-

2-PiQ offered in general lower performance than all the other metrics on JPEG

and JPEG2000 compressed images. On the other hand, it was more accurate

than many other metrics when predicting the quality of images affected by more

than a single type of distortion. For instance, it offers the greatest performance

on the LIVE-MD-ph2 dataset that includes images distorted by jointly adding

blur and noise. It also shows a good performance on the LIVE-MD-ph1 dataset

in which the quality of the images was impaired by applying some blur and

performing JPEG compression. This higher performance of the PaQ-2-PiQ on

images with more than one distortion can be probably explained by the fact that

this type of images is closer to the ones including “real” distortions used for the

training of that metric. In fact, user-generated images sometimes contain some

blur due to the non-stability of the camera, then they are compressed, thus

introducing other artifacts.

The competitiveness of our proposal was further investigated by conducting

statistical tests. More precisely, we compared from the statistical significance

point of view each pair of metrics in terms of PLCC. In this experiment, for

fairness, we excluded the LIVE-MD-ph1 and LIVE-IQA-r2 datasets on which

our models and the BRISQUE were trained, respectively. The results are sum-

marized in Table 6. As one can notice, none of the metrics was significantly

more accurate than all the others on all the datasets. Indeed, the results show

that the JPEGResNet50 can predict the quality of the JPEG compressed im-

ages with as a high accuracy as a full reference metric would offer. In fact, while

SSIM was significantly more accurate in terms of the PLCC in 33 comparisons,

the MOSres was in 34 cases. On the other hand, the MOSAI demonstrated a

lower performance. However, in comparison to many metrics, it shows a greater

robustness in predicting the quality of the images affected by multiple distor-
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tions.

It is fundamental to notice that beyond the high competitiveness of the

proposed metrics, i.e. the MOSres and the MOSAI , they offer in parallel a

considerable advantage over the other metrics in terms of the MOS prediction.

In fact, both the JPEGResNet50 as well as the model of each single AIO return

a discrete probability distribution that can be used to estimate not only the

MOS but also the distribution of the opinions of the end users on the quality

scale. The results related to this advantage of our approach are presented in

the following section.

4.3. Estimating the Distribution of Users’ Opinion Scores

For each image, the computation of the five probability values that consti-

tute the distribution of users’ opinion scores on the ACR scale was performed

according to the Eq. (7) after passing that image as an input to the 19 trained

AIOs.

We start by an example to better illustrate this experiment. For this purpose,

an image whose quality is progressively degraded by applying JPEG compres-

sion is considered. Starting from the original image, we have thus generated

five compressed images, which have been given as an input to the 19 AIOs.

The distribution of opinions was derived based on the output of each AIO. Fig-

ure 5 illustrates the results. One can notice that the support of the predicted

distribution moves progressively to the right as the JPEG quality parameter

increases. Furthermore, the predicted distribution shows a greater variance

when the JPEG quality parameter is 35, while for small values of this param-

eter (5 and 15) the obtained distribution is almost totally concentrated on a

single opinion score. This is a very interesting observation because it suggests

that the AIOs can mimic the well-known ability of human subjects to evaluate

low-quality content more consistently.

We then generalized this preliminary experiment by predicting the distribu-

tion of users’ opinion scores for all the images included in the five annotated

datasets. Figure 6 shows the estimated distribution for each image as a function
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(a) JPEG Quality Parameter equal to 5

(b) JPEG Quality Parameter equal to 15

(c) JPEG Quality Parameter equal to 35

(d) JPEG Quality Parameter equal to 65

(e) JPEG Quality Parameter equal to 95

Figure 5: Showcasing the usage of the AIOs in practice. The figure shows the distribution

of the user opinions as predicted by the AIOs. The quality of the image given as an input is

progressively degraded by applying JPEG compression.
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(a) LIVE-MD-ph1 (T) (b) LIVE-IQA-r1-ph1

(c) LIVE-IQA-r1-ph2

(d) MICT (e) LIVE-MD-ph2

Figure 6: The predicted distribution of the users’ opinion scores for each image as a function of

its MOS. It is worth noting here that the mode of the predicted distribution tends to increase

as the MOS increases, as clearly expected. Furthermore, the distribution is concentrated

around the mode in most of the cases. (T) stands for the training set.
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of its MOS. It can be noticed, as expected, that as the MOS increases, higher

probability values are progressively concentrated on the higher opinion scores.

In fact, a positive correlation between the MOS and the mode of the distribu-

tion of the user opinions can be observed. It is also important to notice that,

as it often happens in practice during subjective experiments, the support of

the predicted distribution is in almost all the cases concentrated on consecutive

opinion scores around the mode of the predicted distribution. This highlights

the fact that the AIOs, during the training process, have been able to capture

the ordinal nature of the ACR scale. This, however, was not trivial since none

of the constraints of the optimization problem guiding the training process of

the AIOs explicitly imposes that.

To better appreciate the effectiveness of our estimation of the distribution

of users’ opinion scores, we conducted statistical tests aiming at determining,

for each image, whether the predicted distribution of the users’ opinion scores is

different from the empirical fractions observed during the subjective experiment,

with a statistical significance. We relied on the Kolmogorov–Smirnov test in this

case. The tests were performed with 95% of confidence. Table 7 reports, for

each considered dataset, the percentage of the images for which the predicted

distribution can be considered not different than the one observed during the

subjective test with statistical significance. In all the cases such a percentage is

greater than 50%. These results are really promising and show a high potential

of the proposed approach for future research in QoE measurement scenarios.

4.4. Time Required to Simulate the Process of a Subjective Test with the AIOs

In this section we report the computational time required, on average, by an

AIO to perform its evaluation of the quality of a given picture. This allows to

figure out an estimate of the time that would by required by the trained AIOs

to simulate the process of a subjective experiment.

The experiments were done on a computer having an Intel(R) Core(TM)

i9-10900X CPU with a clock speed of 3.7 GHz and 64 GB of RAM. The used

computer is also equipped with a GPU with an NVIDIA GeForce RTX 3090
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Dataset Percentage of images

LIVE-MD-ph1 (T) 100%

LIVE-IQA-ph1 66%

LIVE-IQA-ph2 90%

MICT 50%

LIVE-MD-ph2 68%

Table 7: Percentage of the images for which the predicted users’ distribution of opinions is

not statistically different from the empirically observed one. (T) stands for the training set.

GPU with 24 GB of RAM.

We selected at random 100 images from the ImageNet dataset. Then, we

recorded the computational time needed by the PIQUE, NIQE, BRISQUE, PaQ-

2-PiQ and the 19 AIOs to evaluate the quality of these images. For the PIQUE,

NIQE, BRISQUE and PaQ-2-PiQ, the recorded computational time was then

divided by 100 to get the average computational time needed to evaluate the

quality of a single picture. The time for a single AIO is obtained by further

dividing by 19, i.e. the number of the AIOs. The experiment was repeated 10

times and the range of the obtained values is reported. This is done in order to

account for the potential variability of the computational time due to the need

of the operating system to sporadically run some of its internal tasks/processes.

The average time required by a single AIO to predict the quality of a picture

is ranging from 16 to 18 milliseconds (ms). This range of the computational

times is quite similar to those of the BRISQUE, NIQE, PIQUE and PaQ-2-PiQ

for which the observed ranges are respectively: 13-16 ms, 20-22 ms, 22-24 ms

and 21-22 ms. It is important to note that the BRISQUE, NIQE and PIQUE

are not deep neural network based measures. As such, their computation does

not exploit the characteristics of the GPU.

Based on the reported ranges, we observe that, relying on the 19 trained

AIOs, no more than 35 seconds (19 AIOs * 18 ms * 100 images) are required to

simulate the process of a subjective experiment involving 100 images. This time
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frame is negligible compared to what it would take to setup a real subjective

experiment involving 19 subjects and 100 stimuli, conduct it, and screen the ob-

tained result. However, it is important to note that, although AIOs offer greater

efficiency, real subjects are expected to provide a more accurate evaluation of

the quality in general.

5. Conclusion

In this work we focused on the issue of modeling the quality perception

of an individual observer with a deep CNN. The purpose of our study was

to create models being able to replicate the choices of a real observer with a

high accuracy. To cope with the difficulties related to the training of deep

neural networks on small-scale annotated datasets, we propose to synthetically

annotate a large-scale dataset by mapping progressive levels of the JPEG com-

pression to the five-point ACR quality scale. Using this dataset, we trained

our JPEGResNet50, a deep neural network with up to 52 hidden convolutional

layers. The results demonstrate that the JPEGResNet50 can be readily used

to accurately evaluate the quality of the JPEG compressed images. To obtain

the desired deep CNN-based models of single observers, we relied on a transfer

learning approach. The model that mimics the quality perception of each of the

19 observers considered in our study is obtained by continuing the training of the

JPEGResNet50 on a dataset annotated by these observers. During this second

learning phase, the perceptual features already learned by the JPEGResNet50

are further updated/fine-tuned based on the opinion scores expressed by the

observer during the subjective test. This allows to obtain, for each observer, a

set of features that can accurately model his/her quality perception. A total of

19 deep CNNs (one for each observer) have therefore been trained and released.

The experiments performed on several datasets highlighted the accuracy of

these models in terms of the MOS prediction, while promising results were

obtained when comparing the proposed models to the actual observers and

estimating the distribution of the user opinion scores on the quality of a given
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image.

We see several directions in which this work can be improved in future con-

tributions. The deep CNN-based AIOs trained in this paper were designed for

still image applications. A potential extension of the approach would be towards

video content. Also, by conducting the first learning step only with JPEG com-

pressed images, the ability of the trained AIOs to accurately assess a quality

degradation caused by other types of artifacts could be questionable. There-

fore, in the future, it would be interesting to start from a synthetically annotated

dataset involving several different types of distortions. Another question of high

interest for the design of more accurate AIOs is how to collect enough reliable

subjective raw opinion scores in order to get rid of synthetic labels or transfer

learning approaches. This can be related to our work published in [59]. In fact,

new recommendations for the design of subjective tests aiming at the training of

AIOs needs to be investigated. It is important to research the aspects of the hu-

man perception of quality that a deep CNN can really mimic. In other words, it

would be interesting to understand whether a deep CNN, trained to predict the

opinion scores of a human subject, attempts to simulate the mental process that

guides human choices or implements a totally different approach that however

yields the same prediction. A starting point in this direction could be a com-

parative analysis of the sensitivity of a human subject and that of his/her AIO

to specific modifications to the input signal. Finally, we are aware of the fact

that AIOs with an improved performance might be obtained by testing several

other existing neural network architectures or by designing another one, from

scratch, that is tailored to the considered learning task. However, this cannot

be done without a very high computational training effort. For this reason, we

see it as a point for a future contribution.
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